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1 Multiplication-Invariant Subsets of T

1.1 Box-counting dimension

Let £ > 2 be an integer. Then consider the map T} : T — T sending x — kx. Consider
a closed subset X C T such that 7T, X C X. This gives a topological dynamical system
(X, Ty|x) (which we may write (X, T},)). There is a semi-conjugacy, 7 : ([k]V, o) — (T, Ry)
sending (w;)i = D ;51 7+ Then 7| -1[x) is a semiconjugacy (771 X]),0) = (X, Ty).
Proposition 1.1. Under the above conditions,
. T hto (X Tk)

d X)=d X) =220

ﬁB( ) IIHB( ) log(k:)
Proof. Let p be usual metric on T. Then

_ t t
pulz,y) = max p(I"z,T"y)

< min{1, k" p(z,y)}
and
pu(@,y) > k™ min{1, K"p(z, y)}.
Fix 6 > 0. Then
covsp-n+1(X, p) < covs(X, pp) < cove—n (X, p).

Then we get
log(covsy—n+1(X, p))
log(6) — (n — 1) log(k)’
so the liminf of this is equal to dimpz(X). Similarly, the limsup is dimp(X). But for all
€ > 0j there is a § > 0 such that

1 X

< htop + 0(1)



1.2 Local dimension and Hausdorff dimension

Proposition 1.2. If u € PT*(X) is atomless and ergodic, then

h(p, Ty

log (k)

Proof. Let a; : X — [k] be such that = 0.a1(x)as(z)as(x) - - - with the convention that
{a; =i} =[i/k,(i+ 1)/k). Then oy generates this, so h(u,Ty) = H(u, Tk, 1) = h. Now
consider ;) : X — [k]". The level sets are [i/k", (i +1)/k") for 0 < < k™ — 1. Call this
partition D,,. Let D, (z) be the cell of D,, containing x. By the Shannon-McMillan-Breiman
theorem, p-a.e. z satisfies (D, (z)) = e~ "ntoln),

dim(p) = dim(u) =

1. For all z, we have Bj—n+1(z) 2 Dyp(x), so
H(Bynis (@) = (Da(z)) 2 =00 = (808000

2. Suppose j(A) > 0. Fixe > 0, and let By, = {2 : u(Dy(x)) < e "+"Yn > m}. Then
(U, Bm) = 1, there is an m such that (AN B,,) > 0. Define v := p(- | AN By,).
Now consider x € AN By, and a ball By,—n-1(x) C D, (z)UD’, where D), is a neighbor
interval at the same level of D, (z). So for n > m,

V(Bk’"*l(x» < V(Dn<1')) +V(D;l) < O(l)e_hn+5n + O(l)ehn—i-an’
——

a.s.

<O(1)p(Dn())
where v(D!,) either equals 0 or is < O(1)e**" in case D!, N b, # @. So for all
x € AN By, we have v(Bj—n-1(z)) < O(1)k~ (=) log(k)h, O
Corollary 1.1. If X C T is closed and Tj-invariant, then
. hto (X Tk)
dim(X) = e 7R/
() log(k)
Proof. We know dim(X) < dimg(X). For the reverse, we get
S T;
dim(X) > sup dim(p)= sup I(M’ kk)
nePlk(x) werfex) 108(K)
The result follows by the variational principle. O

Remark 1.1. We know that by the variational principle,
htOP(Xv Tk?) = Sup h(H, Tk)
o

The statement
dim(X) = supdim(p).
“w

should be viewed analogously.



1.3 Dimension of occurrences of digits
Proposition 1.3. Fiz p = (po,...,pr—1) € P([k]), and let

Ht <n:ai(z) =t}

ZPjW}‘

n—oo

F(p) = {xeT: lim

Then Hip)
. p
F = .
Proof. Let pup = m.(p*N) € PTo(T). Now z € F(p) iff up(Dy(x)) = e MP)nto(m)  Use
1
O

Billingsley’s lemma.
The picture does not always work out perfectly, however.

Example 1.1. Consider T = Ty x T3 : T? — T?. What is dim(X) for 7X C X? In
general, we cannot describe this in terms of dynamical properties.

L This was actually the original use of Bllingsley’s lemma.
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